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Extension of the central limit theorem

Roughly speaking, Bikelis’ theorem provides an upper bound on the distance between the CDF of
partial sums (when these are normalized by their standard deviation) and that of the asymptotic
normal density in the central limit theorem.

Theorem 1 (Bikelis). Assume that {Zi}i∈N is a sequence of real-valued independent random
variables (not necessarily identically distributed), such that E(Zi) = 0 for all i and that there
exists γ ∈ (0, 1] such that E(|Zi|2+γ) < ∞ for all i. Then there exists a universal constant
A ∈ [1/

√
2π, 1) such that:

∀x ∈ R, |Φn(x)− Φ(x)| ≤ A

B
1+γ/2
n (1 + |x|)2+γ

N∑
i=1

E(|Zi|2+γ).

Here Φ(x) is the CDF of N (0, 1) and

Bn =
N∑
i=1

var(Zi), Φn(x) = P

(
1√
Bn

N∑
i=1

Zi ≤ x

)
.

Remark 1. If the random variables {Zi}i∈N are identically distributed with variance σ2, the main
statement in Bikelis’ theorem takes a simpler form: under the assumptions,

∀x ∈ R, |Φn(x)− Φ(x)| ≤ An

(
√
nσ)2+γ (1 + |x|)2+γ

E(|Z1|2+γ).

In addition, since the exact value of the universal constant A is unknown, in practice this
inequality is used with A = 1. �

Using Bikelis’ theorem, it is possible to construct an accurate confidence interval for a
Monte Carlo estimator without relying on an approximation. To this end, let us assume that
E(|f(Xi) − I|3) = ξ < ∞. Applying Bikelis’ theorem with γ = 1 and Zi = f(Xi) − I, and
denoting by Φn the CDF of

√
N
σ (În − I), we deduce

P

(∣∣∣∣∣ În − Iσ/
√
n

∣∣∣∣∣ ≤ a
)

= Φn(a)− Φn(−a) ≥ Φ(a)− Φ(−a)− 2 ξ√
nσ3 (1 + |a|)3

=: Ψn(a).

Regardless of the value of n, the right-hand side of this equation is a continuous, strictly increasing
function of a, taking a negative value at a = 0 and converging to 1 as a→∞. This implies, in
particular, that for any α ∈ (0, 1) there exists cnα = Ψ−1n (1− α) and it holds with probability at
least (1− α) that

I ∈
(
În − cnα

σ√
n
, În + cnα

σ√
n

)
.

It is a simple exercise to check that cnα → cα as n→∞, where cα denotes the half-width, up to
the factor σ/

√
n, of the confidence interval calculated via the central limit theorem.
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